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Abstract—Optical burst switching (OBS) is a very promising
switching technology for realization of an economical optical
Internet. In OBS networks, when contention occurs at an inter-
mediate switch, two or more bursts that are in contention can be
lost because a forwarding path reservation is not made for a burst
until a control message for the burst arrives. That is the reason
why one of the critical design issues in OBS is finding ways to min-
imize burst dropping resulting from resource contention. In this
paper, we propose and analyze a novel deflection routing protocol,
which mitigates and resolves contention with significantly better
performance as compared with techniques currently known in the
literature. While several variants of the basic deflection routing
scheme have been proposed before, they all lacked the ability to
determine the alternate route based on clear performance objec-
tives. In this paper, we present an on-demand deflection routing
scheme, which sequentially performs the following: 1) based on
certain performance criteria, dynamically determines if the burst
should be deflection routed or retransmitted from source and
2) if the decision is to deflection route, then the same is done using
a path that is based on minimization of a performance measure
that combines distance and blocking due to contention. The pro-
posed contention-based limited deflection routing scheme prevents
injudicious deflection routing. Our simulation results show that
the scheme proposed here has much superior performance both in
terms of burst loss probability and increased network throughput.
Through analytical and simulation modeling, a number of useful
insights into the OBS network protocols and performance are
provided.

Index Terms—Burst contention, burst loss mitigation, deflection
routing, optical burst switching (OBS), optical Internet, perfor-
mance.

I. INTRODUCTION

THE OPTICAL core networks have the capacity to carry
terabytes of data per second through each node. The edge

routers feed data into these networks. The data is typically
carried over 10 Gb/s wavelength channels. Once a wavelength
channel is setup between any two end-points, it can only carry
packet traffic between those end-points. If the edge-routers feed
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the traffic sparsely, then the 10 Gb/s channel is highly underuti-
lized. One way to overcome this bandwidth inefficiency in the
core networks is to setup the wavelength channels with short
hops, and use ultrahigh capacity [terabytes per second (Tb/s)]
core packet routers at several of the nodes in the core network.
These high-capacity routers regroom the packet traffic arriving
from various nodes and try to statistically multiplex and pack
the 10 Gb/s wavelength channels efficiently. Another approach
for efficient bandwidth usage in the core optical networks is via
optical burst switching (OBS) [1]–[6], aspects of which are the
focuses of this study.

The OBS switches can potentially perform traffic grooming
in the optical domain using tunable lasers and wavelength
cross-connect (all optical) switches. The OBS switches would
statistically multiplex traffic from different incoming ports and
wavelengths onto a wavelength on an egress port. The statistical
multiplexing occurs at the burst level, each burst consisting of
numerous packets. There is a possibility that the OBS switches
together with the wavelength-division-multiplexing/dense
(WDM/DWDM) capability can be produced less expensively
than equipment combining ultrahigh capacity core routers,
optical switches, and WDM/DWDM. Also, the switching delay
for OBS is dropping down to the range of tens or hundreds
of nanoseconds, which makes a good case for feasibility of
OBS implementation [2]. Although promising, OBS still has
implementation challenges, which need to be overcome [3], [6].
These challenges include limited optical buffering and optical
power and distortion management. The OBS implementation
strategy includes both an electronic control processing mech-
anism for optical burst scheduling and an optical transmission
technology utilizing wavelength cross-connects (WXCs or
OXCs) together with tunable lasers.

One of the challenging issues in the implementation of
burst switching is the resolution of contentions that result from
multiple incoming bursts that are directed to the same output
port. In an optical burst switch, various techniques designed
to resolve contentions include optical buffering, wavelength
conversion, and deflection routing [7]–[15]. In comparison to
other techniques, deflection routing has an advantage in that it
can work with limited fiber delay-line (FDL) buffer capacity.
Fiber buffer capacity is often indeed very limited, and a larger
amount of it is needed in pure buffering schemes for contention
resolution. However, deflection routing can work with limited
optical buffering (or even no buffering) because it deflects or
reroutes (on the fly) the contending bursts to an output port
other than the intended output port. Thus, deflection routing is
a very practical approach to resolve contentions, and has been
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examined through simulations, as well as analysis in [10]–[15].
Prior to the emergence of OBS networks, deflection routing was
first used as a contention resolution method in optical networks
with regular mesh topologies [16]. In [17] and [18], deflection
routing is shown to provide much improved performance as
compared with hot-potato routing in a network with high-con-
nectivity topology, such as ShuffleNet. The authors of [19] have
presented a heuristic that enhances unslotted deflection routing
to provide similar performance level as slotted routing. In
[20], the concept of priority is introduced and output ports are
selected based on preassigned port priorities, while considering
irregular mesh topologies.

With the emergence of OBS technology, a deflection routing
protocol for OBS network was proposed in [12] and [13],
demonstrating that deflection routing reduced the burst loss and
the average delay as compared with the method of data retrans-
mission from the source. Some recent work about deflection
routing is reported in [10]–[14]. The authors of [10] investigate
the performance of deflection routing in OBS networks with
prioritized burst types and just-enough-time (JET) scheduling.
In [11]–[13], it is demonstrated via simulation studies that
the blocking probability improves when deflection routing is
used as a means for contention resolution. The authors of [14]
describe how deflection routing can be used in conjunction with
the self-routing address scheme. However, these studies do not
address the issue of how routing to an alternate path should be
done, while considering some performance constraints.

In this paper, we propose and analyze a novel con-
tention-based limited deflection routing (CLDR) protocol,
which mitigates and resolves contention with significantly
better performance as compared with techniques currently
known in the literature. While several variants of the basic de-
flection routing scheme have been proposed before [10]–[14],
they all lacked the ability to determine the alternate route based
on clear performance objectives. In this paper, we present an
on-demand deflection routing scheme, which sequentially per-
forms the following: 1) based on certain performance criteria,
dynamically determines if the burst should be deflection routed
or retransmitted from source and 2) if the decision is to deflec-
tion route, then the same is done using a path that is based on
minimization of a performance measure that combines distance
and blocking due to contention. The proposed CLDR scheme
prevents injudicious deflection routing. Our simulation results
show that the scheme proposed here has much superior per-
formance both in terms of burst loss probability and increased
network throughput. In this paper, we have also proposed that
the network nodes should periodically recompute and store
optical paths, with the aim of staying optimal while node and
link congestion measures may be changing. This allows for
deflection routed bursts to traverse the alternate optical paths
that are not necessarily shortest path but are optimized for best
performance (i.e., blocking and delay). This technique calls for
monitoring the link and node congestion and updating the same
in a periodic manner so that the path computation can be as
optimal as possible (albeit with some minor lag).

Further, we have presented here an analytical model for com-
putation of burst blocking rate due to contention on congested
links in the network. Typically, the traffic originating from the

edge nodes of the network would be correlated and such corre-
lations would have a significant impact on the burst contentions
at the edge as well on internal links in the network. Our ana-
lytical model accounts for these correlations (including various
parameters that help quantify the correlations) in the prediction
of burst blocking rate. The analytical model results are com-
pared with simulation results, and are used to help understand
simulation results more intuitively. Additionally, the analytical
modeling results are also used to generate estimates for some
relevant inputs in the design of the simulation experiments for
studying CLDR and comparing it with other known schemes.

The rest of this paper is organized as follows. Sections II
and III describe the CLDR mechanism and other enhancements
in detail. The analytic model for burst loss probability is pre-
sented in Section IV. In Section V, we present the simulation
model used, and performance of the proposed CLDR is exam-
ined via numerical results obtained using analytical and simu-
lation models. Finally, we summarize and state our conclusions
in Section VI.

II. RESERVATION PROTOCOL

In OBS networks, a control packet is sent first to set up a
connection by reserving an appropriate amount of bandwidth
and configuring the switches along a path, followed by a data
burst without waiting for an acknowledgment for the connection
establishment. The control packet enables reservation of time
slots within available wavelengths on links along the burst path.
Burst delay methods using an offset time or FDLs have been
proposed to bring this form of reservation to fruition. Recently,
several reservation protocols have been proposed to implement
burst switching with different wavelength and time slot reser-
vation schemes. Two classes of such protocols are: offset-based
schemes including JET [21] and just-in-time (JIT) [22], [23],
and FDL-based schemes [24]. The offset time allows for ade-
quate time for the control packet to be processed at each node,
while the burst is buffered electronically at the source; thus, no
FDLs are necessary at the intermediate nodes to delay the burst,
while the control packet is being processed.

The proposed CLDR mechanism can be applied to both
classes of burst scheduling/reservation schemes stated above,
i.e., with offset time or with FDL. The emphasis in CLDR is
on criteria for deciding on doing deflection routing and for
selection of an alternative path. The need for deflection routing
is somewhat less when FDLs are used, but can still be invoked
when the FDL by itself does not resolve contention (i.e., FDL
buffer overflow occurs). However, in consideration of the fact
that FDL implementation is not quite mature in practice, in
our simulation study, which will be described later in detail,
the CLDR is implemented and studied in conjunction with an
offset-based scheme.

Fig. 1 shows a basic OBS architecture, where deflection
routing algorithm operates. While processing a control packet
for sending a burst on a primary path, if it is determined that the
burst is experiencing contention, then another control packet is
originated from the congested intermediate node and the burst
is sent via an alternate path from that intermediate node. How-
ever, in the proposed CLDR method, there is an added element
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Fig. 1. Basic architecture of an OBS network with deflection routing.

Fig. 2. Flowchart describing burst contention notification and measurement in
the CLDR algorithm.

to the decision process as follows. It is first determined whether
to alternate route a burst or to drop and do retransmission from
the ingress node. This determination is based on a performance
criterion. Further, Fig. 2 shows the flowchart that describes the
operation of the CLDR scheme in relation to the architecture of
Fig. 1. For the implementation of the proposed CLDR method,
as shown in Figs. 1 and 2, there exists a management database
referred to as the deflection routing information base (DRIB)
at the OBS edge node. The DRIB stores the management infor-
mation for the optical burst layer together with the traditional
DWDM transport and Internet protocol (IP) layers of network.

The edge node sends special control packets to carry the
control information necessary for the OBS network to perform
operation, administration, and maintenance (OAM) func-
tions. These functions include updating the DRIB to assist in
deflection routing. These control packets are not associated
individually with data bursts. When network status changes and
the management DB should be updated, these OAM control
packets are generated and sent on a separate control channel.
The separate control channel could be what is commonly
known as the optical supervisory channel (OSC). The OSC
uses a separate wavelength that is reserved for it on all fiber

links. Thus, by the use of these OAM control packets, each core
switch could be informed of network status including burst loss
rate due to contention, egress OBS node, and hop counts for
each burst-mode connection.

The usual control packets are those that are associated in-
dividually with each burst. These control packets carry infor-
mation regarding the number of hops traversed by a burst and
the burst length. The control packet for a burst is processed in
order to schedule the burst through a node. If it is determined
that the burst is experiencing a contention with another burst,
the proposed CLDR protocol is invoked and it makes use of
information in the associated control packet and the available
information from the DRIB at the congested node. The con-
gested node already has the associated attributes about its ports
including contention status and hop counts from the OAM con-
trol packets. Additionally, a core node can also request an OAM
control packet from the edge node when necessary.

An updated measurement about burst contentions is needed
at all the nodes in the network for the CLDR algorithm to
perform well. The flow chart of Fig. 2 illustrates the mechanism
for signaling contention occurrences and updating the burst
contention measurement. An ingress node is a node from where
a burst-mode connection originates and the egress node for
that connection is the node where it terminates. Each ingress
node receives updates about the burst congestion status along
the primary and alternates routes for the bursts that have
originated from it. These updates come in the form of two
kinds of NACK messages, NACK_C and NACK_D, which are
defined for primary and alternate paths, respectively. These
messages help update the DRIB at the ingress nodes of each
burst-mode connection. As illustrated in Fig. 2, the NACK_C
message is sent with an incremented value by an intermediate
congested node to the ingress node when contention occurs on
the primary path due to the lack of a time slot in a wavelength
for the burst in consideration. NACK_D is also sent by the
intermediate congested node when there is no available alternate
route in the deflection routing table (DRT).

III. CONTENTION-BASED LIMITED DEFLECTION

ROUTING (CLDR) ALGORITHM

A. Computation of Alternate Routes

In an OBS network, the deflection routing functions imple-
mented in each switch automate the selection of alternate path
setups when a control packet encounters a congested node over
the primary path, as illustrated in Fig. 1. However, each switch
has current information only for the status of its own resources
(wavelength availability, link congestion status, etc.). Similar in-
formation regarding other nodes and links may be stale. Thus,
a local routing decision for the alternate route made at a node
may result in a degraded global network performance in the long
run. However, this is mitigated in the proposed CLDR algorithm
by performing periodic global reoptimization of alternate routes
based on updates received from other nodes regarding their most
recent contention status. The messaging needed for the updating
process was illustrated in Fig. 2. Even though this reoptimiza-
tion of alternate routes is periodic, it is to be performed not too
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Fig. 3. (a) Control packet including priority field. (b) Classification of bursts
into different priorities at ingress node.

frequently in order to stay within limits of the available compu-
tational power at a node. Based on experience, the network op-
erator can decide the frequency of these computations. It is also
possible for the reoptimization to be performed on demand.

The applications on the network may be classified into:
1) real-time and high-priority traffic and 2) nonreal-time and
low-priority traffic. A burst belonging to the real-time class
is allocated higher priority than a burst belonging to the non-
real-time class. An example of high-priority burst traffic is
a virtual private network (VPN) with stringent service level
agreement (SLA), e.g., voice-over-IP (VOIP) aggregate flows.
The low-priority burst classification would be typically used
for traffic streams that are delay tolerant and have somewhat
stringent loss tolerance. The priority of each burst can be
discerned by including a “priority”’ field in the control packet.
Fig. 3(a) shows an example control packet containing a Setup
message using the format proposed in [5]. Each field in the
control packet can be either a hardware information element
(IE) or a software IE, depending on the network architecture.
Fig. 3(b) shows an example architecture for the packet classifi-
cation, burst assembly, and priority burst queueing at the output
port of an ingress node [6]. At the egress node, each burst is
disassembled back into packets, which are forwarded to their
destinations or the next hops through output links.

The low-priority bursts are more likely to be deflected, while
the high-priority bursts, which normally have a much higher
chance of wavelength and time-slot allocation, are far less likely
to be deflected. In principle, the low-priority bursts may be fur-
ther classified into multiple priority classes. In that case, dif-
ferent weighting factors should be applied to burst loss and delay
for different classes in the optimization when computing alter-
nate routes. In our formulation of the optimization problem for
route computation, we assume for now that this finer classifica-
tion is not done. However, the formulation can be easily gen-
eralized to the case of finer granularity within the low-priority
class.

In this section, we describe how alternate routes are computed
for updating the routing information in the DRTs, and these can-

didate routes are used when deflection routing is performed. In
Section III-B, we describe an efficient algorithm for making a
decision regarding burst deflection onto an alternate route from
a congested node versus burst dropping followed by retransmis-
sion from the source node.

We now formulate the deflection routing problem by means
of the following components: the network topology, node
configuration, a set of attributes pertaining to node and link
resources, and constraints pertaining to limits on those resources.
The demands that are to be routed through alternate paths in the
network are described by a set of attributes as well. Then, the
problem is to find an optimal alternate path minimizing a cost
function, which explicitly accounts for the contention rate as
well as the burst hop distance. The aforementioned deflection
routing problem can be formulated as follows. Consider a
physical network represented by a graph , where
is the set of nodes and the set of links (i.e., fibers) connecting
the nodes. It is assumed that each link between nodes and ,
has wavelengths each with the same capacity of Gb/s.
At each node , , the numbers of transmitters
and receivers are defined as and , respectively. If a
node has the number, of ports, clearly, at most
wavelengths are needed to realize any possible t*opology.

Let be the set of traffic demands belonging to the loss-sen-
sitive service class between a pair of edge nodes, where
represents the arrival rate of bursts from source to destination

that flow over a virtual link between node and node . Fur-
ther, let denote the average flow of bursts associated with
the th traffic demand requesting service.

In the deflection routing problem formulation, the variable,
is defined as

if alternate route includes a link
otherwise

(1)

where , and . This decision variable
pertains to the specific th traffic demand at hand which

is characterized by the average flow of bursts. Here, for
the purpose of routing decisions, we are treating each burst-ori-
ented variable bit-rate (VBR) connection request as a constant
bit-rate (CBR) connection with an effective bandwidth of .
It should be noted that a specific burst requires one whole wave-
length momentarily for a certain short duration needed for that
burst to complete transmission onto a link. Then, a subsequent
burst from possibly a different demand might go over the same
wavelength.

The constraint conditions are defined as follows. The number
of lightpaths originating from and terminating at a node is no
more than the node’s out-degree and in-degree, respectively.
Thus, only one lightpath per port can be setup at each node

(2)

There are some constraints related to the traffic flow on a
virtual topology for all and . First, since we are setting up
an alternate path for the optical bursts coming from a specific
traffic flow, the bursts of the demand are not segmented at
any congested node in the network. Further, the flow of bursts
belonging to a specific demand is not distributed fractionally
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onto different links (except when it occurs naturally when
they are switched to an alternate path as a result of deflection
routing). Thus, we can state that the traffic demand is
routed from node to on a single deflected path

(3)

The total flow on the simplex link from node to node is
expressed as the superposition of the existing traffic (i.e., bursts)
and the new burst flow associated with the th traffic demand

(4)

For the traffic flow on each link, we define a constraint to assure
that traffic flowing through a link cannot exceed the total link
capacity

(5)

where and are number of wavelengths and capacity per
wavelength for link , respectively. If the link between node
and node is not part of the alternate path, no burst associated
with the th traffic flow can exist on that link. This constraint
can be expressed as

(6)

where includes . The constraint in (6)
ensures that the bursts from the th traffic flow can only flow
through an existing alternate path. Finally, the constraint for
flow conservation at each node becomes

otherwise
(7)

Equation (7) captures the fact that traffic flowing into a node
should be equal to that flowing out of that node for any node
other than the source and destination for each traffic flow .

Given the above constraints and the th traffic flow of loss-
sensitive service class, we can now specify an objective func-
tion to find an alternate path from the congested node to the
destination. Let be the distance matrix from node

to node representing a propagation delay from node to
node . As the cost of contention from node to node

, let denote the burst blocking rate, which is col-
lected periodically from the network. The proposed objective
function is a weighted sum of the end-to-end burst blocking rate
and the distance for the route. Assuming that blocking events
occur independently from link to link, the objective function is
stated as follows:

Minimize

(8)

where , and denote the weights for delay and blocking,
respectively. To decrease the computational complexity, we can
consider another similar objective function as follows:

Minimize (9)

Equations (8) and (9) differ only in the second term. The second
term in each is an increasing function of the burst-blocking rate
(as would be required). However, the latter equation involves
fewer computations due to much fewer multiplication opera-
tions. Also, for any given route it can be shown that the second
term in (9) is equal to or somewhat higher than that in (8) for
the range of values of parameters of interest (see Appendix A).
This essentially tends to put a higher emphasis on burst losses
over hop-count in (9) relative to that in (8). However, this can
be balanced if desired by appropriately choosing the values of
weights and .

The final outcome of each optimization run asre the values
of the that define the alternate path for deflection routing.
Based on the above comments, it appears that the choice of (9)
over (8) is implicitly justified.

As for values of the burst contention rate, , one can use
the measured data that has been collected into the DRIB (see
Figs. 1 and 2). The weights, and are usually supplied by
the network manager or carrier responsible for maintenance of
the network. As the final outcome, the alternate routes would be
determined and loaded into the DRTs according to the values of
the determined from the above integer linear programming
(ILP) formulation.

The objective function in (8) or (9) has more practical
importance than one involving distance (hop count) alone. It
includes quality-of-service (QoS) requirements regarding burst
loss, as well as distance (equivalently delay). This objective
function can be easily generalized to the case of multiple
classes of service (CoS), where bursts of different CoS may
have different QoS requirements regarding loss. The disparate
CoS and their required QoS can be reflected into the routing
decision by having different weights associated with each in
our objective function.

In addition to the above constraints ((2)–(7)), for offset-based
deflection routing schemes, we additionally need to consider
the following. For bursts to arrive successfully at their desti-
nation over the alternate route computed by CLDR, an extra
offset time or buffering delay needs to be allowed. When deflec-
tion routing is performed due to a contention at an intermediate
node, the offset time on the alternate route is different from (usu-
ally, longer than) that on the primary path. One solution to this
problem is to render sufficient extra offset time to each burst; an-
other solution is to have the control packet reserve FDL buffer
to delay the burst at intermediate nodes. Even when the above
solutions are applied, it may happen that the significantly in-
creased distance on an alternate route causes longer delay than
the expected offset time or buffering time. Thus, if denotes
a maximum limit on offset time for service class , including the
basic offset time and extra offset time, then a constraint for the
offset time is defined as

(10)

Alternatively, in (10), we can define a constraint for buffered
delay simply by replacing in (10) with , which denotes
buffered delay limit for service class .

As mentioned above, the optimization algorithm described in
this section can be performed offline or online. In the former
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approach, multiple fixed alternate routes are considered when a
contention occurs. Thus, each node in the network is required
to maintain a DRT that contains an ordered list of a number of
fixed alternate routes to each destination node. When a periodic
update of the DRTs is done, a set of projected traffic demands for
deflection routing is considered in the CLDR algorithm instead
of a th burst traffic flow emanating from deflection routing. In
the on-demand CLDR method, the alternate route from a con-
gested node to a destination node is chosen dynamically, de-
pending on the current network state. The on-demand CLDR
method will require more computations and a longer response
time than CLDR based on precomputed alternate routes and
lookup table. But the on-demand CLDR approach is more flex-
ible and would result in better resource utilization and perfor-
mance than the latter approach.

We will now discuss a way to enable scalability of the pro-
posed CLDR algorithm for a realistic OBS network. To make
the periodic alternate route computation for CLDR computa-
tionally scalable, the DR module in Figs. 1 and 2 can be imple-
mented in a distributed manner at multiple hub routers. Here,
we adopt the concept of hub routers as proposed in [25] and
[26], where the idea is that some nodes in a network have an
out degree sufficiently higher than other nodes to serve as major
deflection routing nodes. A typical OBS network would have
several such hub routers geographically distributed over the net-
work topology. In this distributed architecture, each of the hub
routers is responsible for periodic updating (or on-demand com-
putation) of the candidate lists of alternate routes for a subset of
the network nodes, i.e., those that are in its neighborhood. All
routers (or most of the routers) in the network implement the
deflection routing but only the hub routers perform the alternate
route computations. Those routers that are not the hub routers
communicate with their nearest hub-router to obtain the nec-
essary DRT information. This distributed approach makes the
CLDR implementation scalable to any OBS network size and
topology.

All routers in an OBS network need to communicate with
each other to share required CLDR information about traffic
load, burst contention rate, etc. Such information could be
obtained through periodic exchange of local network status
among the hub router and its neighboring routers. The hub
routers can further exchange such information with each other.
For this information exchange, the generalized multiprotocol
label switching (GMPLS) [27] can be employed as the control
signaling protocol. Extended interior gateway protocols (IGP)
such as OSPF-TE/IS-IS TE and the link management protocol
(LMP) of GMPLS can distribute network status information
between the OBS routers. Specifically for OBS networks, la-
beled optical burst switching (LOBS) has also been proposed to
augment OBS nodes with IP/MPLS controllers [28], and there
are also proposals on GMPLS-based photonic burst switching
architectures [29].

B. Limited Deflection Routing Rules for CLDR

Our CLDR algorithm consists of: 1) the optimal alternate
routing methodology for contention-based deflection routing
that was described in the preceding section and 2) the rules of
limited deflection routing that we describe in this section. The
authors of [13] pointed out the limitations of normal deflection

Fig. 4. Effect of limited deflection routing.

routing on WDM networks, and added two sender control
functions in deflection routing protocol to reduce unnecessary
deflection routing. One is sender check function and the other is
sender retransmission function. In the optical switching node,
if there are no available output links, it performs the sender
check function before deflection routing, and selects the sender
retransmission instead of deflection routing if the congested
node is the sender itself. However, the minor modification
proposed in [13] does not take the current network perfor-
mance into consideration. Limited deflection routing decision
should ideally include consideration of the current network
performance. Therefore, we propose to add a threshold-check
function which decides whether deflection routing is efficient or
not at the congested node in light of the network performance.

The significance and an intuitive understanding of our en-
hancements to limited deflection routing can be stated using
Fig. 4(a) and (b). We propose that the decision whether to de-
flection route or drop and retransmit from source node should
be performed at the congested node based on a performance
measure, which is checked against a threshold. The threshold
check is described in Section III-B1. Fig. 4(a) and (b) shows
some examples of burst transmissions in an OBS network,
including the effects of deflection routing. We assume that a
source or sender is node 0 and a destination is node 6. A burst
transmitted from the sender would normally take the shortest
path (0-1-2-3-4-5-6).

Case 1) A contention occurs on the link between node 5 and
node 6, and the burst is dropped and retransmitted
from the sender. In this case, the total number of
hops is including the hops by sender
retransmission assuming that the retransmission is
successful.

Case 2) A contention occurs between node 1 and node 2,
and the burst is dropped and retransmitted from
the sender. The total number of hops becomes

including the hops by sender retransmission
assuming that the retransmission is successful.
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Case 3) Deflection routing is used (rather than drop and re-
transmit) in case 1 at node 5, and the burst is sent
over an alternate path. Thus, the total number of
hops is , where denotes the number of hops
in the deflection route.

Case 4) Deflection routing is used (rather than drop and re-
transmit) in Case 2) at node 1, and the burst is sent
over an alternate path. Thus, the total number of
hops is , where denotes the number of hops
in the deflection route.

We propose in our CLDR algorithm that a threshold check be
executed before deciding on deflection routing versus sender
retransmission in each of the above four exemplary cases.
The threshold check performed on a performance measure
(described in Section III-B1) introduces intelligence in the
decision to alternate route versus drop followed by sender
retransmission. The threshold check function is designed to
minimize resource consumption, as well as provide higher
network throughput. For a moment, just for simplicity, let us
say that we use only the number of hops from the congested
node to destination as the threshold check function. Then,
Cases 2) and 3) would be executed in the event of congestion
on link 1–2 and link 5–6, respectively. Thus, if a contention
occurs on the link closer to the sender, such as 1–2 link, then
drop followed by sender retransmission is performed instead
of deflection routing. Further, if a contention occurs on the
link closer to the destination, such as 5–6 link, then deflection
routing is performed. As compared with the simple sender check
function of [13], this approach reduces unnecessary deflection
routing at the intermediate nodes, as well as at the sender, and
prevents contentions which are caused by inefficient deflection
routing. More complex and useful performance measure and
threshold check function are described in Section III-B1. The
steps of our mechanism are illustrated in Fig. 5 and proceed
as follows.

Step 1) Source node sends out a burst control packet.
Step 2) Intermediate nodes process the control packet and

attempt to reserve a channel in anticipation of the
burst that would follow.

Step 3) Source node sends out the burst after offset time.
Step 4) If there is no available egress channel for the burst

at a node, at first it is checked whether the cur-
rent node is sender or not. If the current node is the
sender, then deflection routing is not done. Instead,
after some wait time, the sender retransmits a burst
control packet and subsequently the burst is retrans-
mitted. If the current node is an intermediate node,
then go to Step 5).

Step 5) The current node is identified as an intermediate
node. So the current node computes a performance
measure and does the threshold check on that per-
formance measure. Accordingly, it decides whether
to deflection route or drop and notify sender to re-
transmit (see Section III-B1 for details). If the de-
cision is to deflection route, then the alternate route
selection is chosen as per the DRT. However, if there
are no available routes in the DRT, then the cur-
rent node drops the burst and sends NACK packet
to sender for retransmission from the source.

Fig. 5. Limited deflection routing procedure.

1) Threshold Check Function: In this section, we formulate
some threshold check functions to assist in deciding whether
dropping or deflection routing should be done. Let , , and
denote the source, destination, and current nodes, respectively.
Let be the set of nodes in the core network. Further, let
and be the set of nodes that have been passed from source to
the current node (i.e., the congested node in consideration) and
the set of nodes that would be passed from the current node to
destination by the primary path, respectively. As in (1),
is a binary variable associated with link between a
node and the next node . So indicates that
link is inclusive as part of the route from source to
destination.

We first define a threshold check function, which is based on
hop counts alone

Decision:
if deflection route the burst
otherwise drop the burst

(11)

If the hop count for the primary path from source to the con-
gested node is more than that for the primary path from the
congested node to destination , that is, is more than zero,
we can keep deflection routing in mind to resolve the contention.
Otherwise, the burst that is experiencing contention is dropped.
When (11) is used as a threshold check function, the goals that
are accomplished are: 1) economize network resources and im-
prove performance for bursts by deflection routing if the current
node is closer to destination or dropping and retransmitting if the
current node is closer to source and 2) decrease the control pro-
cessing load and overhead (i.e., processing time and resources
reserved by control packets).
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Let denote a tolerable end-to-end blocking rate for a route.
We now define a threshold check function to satisfy :

Decision:
if deflection route the burst
otherwise drop the burst

(12)

where denotes contention blocking probability between
node and node . It is expected that selecting a path with
smaller mean contention probability results in decreasing the
burst loss rate and the blocking rate in the overall network.

Now, we generalize the threshold check function to include
the path hop-count (or alternatively, the link distance), as well as
the burst blocking probability. The two performance measures
in this threshold check are given different relative weights to em-
phasize one or the other, as desired. With a relatively large value

and burst blocking decision parameters and ,
we introduce two decision variables

if
otherwise

(13)

and

if
if
if

(14)

Using the above two variables, we can now express a decision
variable as

(15)

where is weight for emphasizing/deemphasizing the
hop count relative to the burst loss ratio. Then, a combined
threshold check function can be stated as

if
otherwise

(16)

Deflection routing is done if . Fig. 6 further illustrates
how the proposed combined threshold check function works
when is set to 1.

The desired actions for different ranges of blocking (or, alter-
natively, load) and hop-count are exemplified in Fig. 7. Deflec-
tion routing (DR) is desirable whenever the burst-blocking ratio
is very small (low loads). When the blocking ratio is very high
(at high loads), drop policy with sender retransmission (DP/SR)
is more suitable. In the middle range of blocking ratios, DR or
DP/SR can be judiciously used depending on the outcome of
the combined threshold check described above. Thus, with the
threshold check function as defined above, the proposed CLDR
is capable of operating in the most suitable and efficient way
under different traffic and topological scenarios.

It may be noted here once again that the alternate route se-
lection part of the CLDR scheme (i.e., the first stage of CLDR
described in Section III-A) does yield candidate alternate
paths (placed in the DRT) that are optimized for hop-count
(or distance), as well as burst blocking ratios on the available
alternate paths. It is just in the decision process (described

Fig. 6. Implementation example of the threshold check function.

Fig. 7. Desired actions for different ranges of burst blocking and hop-count.

in this section) of whether or not to alternate route, where
the primary path plays a role. In determining validity of the
threshold check, we base the computation on the primary
path instead of the deflection route because of the following
reasons. First, there is expected to be a reasonable degree of
correlation in terms of the average burst blocking between the
primary path and the deflection route. This is because typically
they would both be approximately in the same parts of the
network topology. Second, deflecting nodes have information
on the next hop for deflection routing purpose but not the entire
deflection route. The nodes only keep information in DRTs
about which input port is mapped to which output port for
deflection routing purpose. It would involve significant control
and processing overhead at hub routers to exchange the burst
blocking and route information for all the deflection route
candidates between various source-destination possibilities.
Considering these complexities, the threshold-check function
was designed to reflect the primary path, which implicitly
coveys an adequate measure from the point of view of making
a decision on whether to deflection route or to drop followed
by source retransmit. Of course, once the decision is made
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Fig. 8. Illustration of an OBS node and input traffic from a source node.

to deflection route, the nodes along the way would direct the
bursts along the most desirable alternate route.

IV. QUEUEING MODEL FOR BURST LOSS PROBABILITY

We present here an analytical model for determination of burst
loss ratio at a single OBS switch. This model provides a number
of significant insights that aid in the design of experiments
for simulations, as well as complement our simulation results.
This type of analysis and the analytical insights are crucial to
understand burst loss performance in OBS networks both with
and without FDLs, and such insights have not been reported
elsewhere in the OBS literature. In this paper, the numerical
results from analytical queueing models have been generated
for a variety of traffic assumptions and parameter values such
as ON–OFF times, FDL buffer size, etc. These analytical results
combined with our numerous simulation results (presented in
Section V-C) for various deflection routing protocols (CLDR,
SPDR) provide significant insights about the performance of
OBS switches and networks. This section also clearly defines
the various system and traffic parameters that are common to
our network simulation model (see Sections V-B and C) as
well.

A. Source Traffic Model

The ingress edge node creates bursts by assembling incoming
packets from each traffic source. We assume that a threshold-
based burst assembly scheme is applied at the edge node, where
once the length of a burst being created reaches a threshold value

(Mb), the burst is generated and placed in a burst queue. In
practice, there would also be a burst assembly timer, which may
sometimes expire sooner than full burst ( Mb) creation; then
the assembled burst up to that time is padded into a fixed size
burst and placed in the queue.

Fig. 8 illustrates an OBS node with multiple input and output
fibers or ports. The incoming traffic on each wavelength of an
incoming fiber is an aggregation of many individual sources
of burst traffic. The bursts from each source are assumed to
behave in an ON–OFF manner, as shown in Fig. 8. In effect
we assume that the each source behaves as an ON–OFF source.
Bursts arrive with exponential random interarrival times or at
fixed intervals during the ON period, and the OFF period is

typically much longer than the ON period. As an example,
on average 12 bursts may arrive during the ON period over
120 ms average duration, and the OFF period may have 880 ms
average duration. We varied these parameters widely in our
analytical and simulation results so as to capture the sensitivity
to these parameters.

B. Queueing Model

We closely follow the analytical model presented in [31]
for queueing analysis involving multiplexing of many ON–OFF

sources. We make suitable modifications to the model to make
it suit the statistical burst multiplexing problem at hand. The
numerical results from the model were generated for a variety
of traffic assumptions and parameter values such as ON–OFF

times, FDL buffer size, etc.
To describe the analytical model, let us define the following

parameters:
burst size (Mb);
ink capacity (Gb/s);
average ON period (ms);
average OFF period (ms);
burst generation rate during ON period (bursts/s);
number of sources simultaneously multiplexed on a
link (offered load);
burst queue size or the number of FDLs per output port
(specified in total milliseconds worth of buffering at
link speed Gb/s);
system state in terms of number of sources simultane-
ously in ON period ;
effective time (ms) spent in system state for burst
delay to exceed buffer size ms;
probability that system is in state ;
number of sources in ON period simultaneously above
which the system is considered to be in temporary
overload (i.e., when or more sources are in
ON period, the instantaneous total burst arrival rate ex-
ceeds the burst service rate);
number of sources multiplexed at link saturation
(100% or almost 100% offered load);

We can readily write the following equations for and :

(17)

(18)

When the system is in state for , the rate at which
bursts fill the queue is because bursts are assembled
at rate and are served at rate . When the system is in
temporary overload state , it has to have gone through other
temporary overload states, i.e.,
before it reaches state . When the system state then
the system is not in overload. When the system state then
the system is at the verge of overload. The quantity
is a measure of the depth of excursion of the system into the
possible set of overload states. The deeper the system has gone
into the overload states, the less time it needs to spend there to
cause large delays (or buffer overflow). Hence, we allow for an
approximate adjustment factor in the denominator
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Fig. 9. Burst blocking rate under varying FDL sizes.

of the following equation for the duration of time that the
system needs to be in state for burst delay to exceed ms

(19)

The system-state probabilities are binomial distributed and
given by

(20)

Now, an approximate expression for the probability of burst loss
due to buffer overflow is given as follows:

(21)

The above equation for burst blocking is very useful in that,
unlike many other approximations available in the literature,
it captures the effects of numerous traffic parameters. These
parameters include the lengths of ON and OFF periods, burst
arrival rate while the source is in ON period, the buffer size
(FDL), the link load, and the link bandwidth. The superposition
of ON–OFF sources has significant temporal correlations [31],
[32], which influence the burst loss ratio and make it fairly
sensitive to numerous parameters. The model does well to
capture the effect of these correlations on burst loss ratio.

V. PERFORMANCE RESULTS AND COMPARISONS

A. Analytical Model-Based Performance Results

In our numerical results, we have used transmission band-
width of Gb/s per link (six wavelengths each with 1 Gb/s
capacity) and Mb. The burst generation rate during ON

period is assumed to be 100 per second. Fig. 9 shows the burst
loss probability as a function of link load for the case of 300 ms
average ON period and 700 ms average OFF period. The sensi-
tivity to FDL size is shown. The burst loss ratio significantly de-
creases as the FDL size increases from 0 to 16.7 ms. The values
of , 3.3, 8.3, 16.7 ms correspond to buffer sizes that

Fig. 10. Burst blocking rate for high and low ON–OFF periods when activity is
0.3.

Fig. 11. Burst blocking rate for high and low ON–OFF periods when activity is
0.12.

can simultaneously delay (i.e., queue) 0, 20, 50, and 100 bursts,
respectively.

Figs. 10 and 11 show the sensitivity of the burst loss ratio
to the average ON and OFF periods. In Fig. 10, the comparison
is made between ( ms, ms) versus
( ms, ms); both cases have an average
activity factor of . In Fig. 10, the comparison is made be-
tween ( ms, ms) versus ( ms,

ms); both cases have an average activity factor of
. What we see is that while the activity factor is con-

stant, the burst loss ratio is higher for the case of higher average
ON period. The burst loss rate for average ON period of 300 ms
(or 120 ms) versus 30 ms (or 12 ms) is fractionally higher for
the zero buffer case , and it is about several or-
ders of magnitude higher for the cases when FDL is used (see
Figs. 10 and 11). This amplification of the difference in burst
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Fig. 12. Burst blocking rate sensitivity to ON–OFF periods when there is no
FDL.

Fig. 13. Burst blocking rate sensitivity to ON–OFF periods with moderate FDL
size (FDL = 3:3 ms).

loss rate when FDLs are used is because buffering allows the
temporal correlations in the combined burst traffic (i.e., super-
position of many sources of burst streams) to be manifest in
a more influential manner. In other words, when the different
sources of burst traffic interact with each other over a period
of time in the buffer, then the temporal correlations get mani-
fested more prominently. Figs. 12–14 highlight another very in-
teresting phenomenon. Here, we are comparing ( ms,

ms) versus ( ms, ms) for dif-
ferent buffer sizes. The activity factors are 0.3 and 0.12, respec-
tively. The average ON periods are different (300 versus 120 ms),
but not quite an order of magnitude different as was the case in
Figs. 10 and 11. The comparisons are shown in Figs. 12–14 for
buffer sizes 0, 3.3, and 16.7 ms, respectively. What is very in-
teresting is that for the no FDL case, the burst loss behavior is
entirely the opposite of what was stated in the previous para-
graph involving Figs. 10 and 11. Burst loss ratio in Fig. 12 is
in fact lower for the case of the larger ON period. Only when
the buffer size increases, do we see that the burst loss ratios go

Fig. 14. Burst blocking rate sensitivity to ON–OFF periods with large FDL size
(FDL = 16:7 ms).

higher for the higher ON period in the higher load region (see
Figs. 13 and 14). This again can be explained by a combination
of these observations: 1) at a given percentage link load level,
the number of burst sources multiplexed is 2.5 times more for
the case of as compared with that for and
2) the temporal correlation in the superposed burst traffic is not
manifest at low loads and smaller FDL sizes, while it is quite
influentially manifest at high loads with larger queues or buffer
sizes.

B. Description of the Simulation Model

In order to evaluate the effectiveness of proposed CLDR
technique, we did simulation tests for the CLDR algorithm and
the well-known shortest path-based deflection routing (SPDR)
algorithm [11]–[14].

In our simulation model, the simulations are run in two stages
to test the effectiveness of the CLDR technique. The first stage
involves only provisioning of alternate routes, and uses the
CLDR algorithm to compute the alternate routes. The second
stage covers contention resolution in the simulated network
by using the limited deflection routing rules with the alternate
routes yielded by the first stage. The simulation is performed on
the basis of the periodic, offline CLDR approach, as discussed
in Section III-A. The alternate routes computed in the first
stage are stored in the DRTs. For the periodic computation of
the alternate routes, a mixed integer linear programming (ILP)
solver called lp_solve is used, which is based on the simplex
method [33]. The computational complexity depends on the
number of integer variables which are related to the number
of paths to be computed, the network topology, and resource
constraints. In our CLDR algorithm, because we do not aim to
obtain all the paths for every source-destination pair but com-
pute only the alternate paths relevant to resolving contentions,
there is a significant reduction in the number of variables. Thus,
here the ILP solver is dealing with a much smaller number of
variables as compared with when it is solving a typical routing
and wavelength assignment (RWA) problem. For on-demand
computation, the alternate routes are computed only for the
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Fig. 15. Simulation network topology.

current congested node to the destination of a burst source.
On the other hand, for periodic computations, all the nodes
with DRTs are updated. In our simulation runs with 1050
variables, we observed that it took on average 4.7 iterations
and a maximum of 10 iterations in the ILP to find an optimal
alternate route. When we increased the number of variables to
2100 and ran the simulation to satisfy 100 deflection routing
requests, the CPU execution time was around 0.08 s. It is to be
noted that these CPU run times are not of concern for getting
the alternate paths in a realistic OBS network, because they
were not too large as such and were in fact obtained while using
a noncommercial ILP solver on a simple desktop computer
(1.7 GHz with 256 MB memory).

In our simulation tests, we use the JET method of offset-based
reservation that was described in Section II. The burst sources
are individually simulated with the ON–OFF model, as explained
in Section IV-B. The system and traffic source parameter values
for the simulation model are the same as those used in the sec-
tion on results based on analytical modeling (see Section V-A).
The burst source traffic parameters were also varied over a range
here just as in Section V-A. The tests were carried out using a
14-node NSFNET topology as shown in Fig. 15. We assume
that each fiber link is composed of the same number of wave-
lengths. The transmission rate of each link is 6 Gb/s, consisting
of six wavelengths each operating at 1 Gb/s. The simulations can
be extended to more wavelengths and 10 Gb/s, but we wanted
to capture the key performance comparisons between CLDR
and other defection routing schemes using a smaller capacity
network in order to keep the simulation time manageable. Our
simulation results are well within the 95% confidence intervals
because we have consistently run the simulations to generate
10–100 times more events (i.e., burst arrivals) than would be
needed for 95% confidence [34] for the range of burst loss prob-
abilities of interest.

Over the NSFNET topology, five source-destination node
pairs were chosen randomly and optical bursts are generated
from the source nodes. Just as an example, looking at Fig. 15, let
us say that some bursts whose source and destination are CA1
and NJ, respectively, experience burst contention at UT node on
UT-MI link on the primary path (CA1-UT-MI-NJ). In our simu-
lation, let us say that the DRT lists the (UT-CO-MN-IL-PA-NJ)
and (UT-CO-TX-MD-NJ) as alternate candidate paths. Of
these, (UT-CO-MN-IL-PA-NJ) is the shortest-distance alter-
nate path from UT to NJ. However, the CLDR scheme can very

Fig. 16. Burst blocking rate for CLDR and SPDR without FDL when activity
is 0.12.

Fig. 17. Burst blocking rate for CLDR and SPDR without FDL when activity
is 0.3.

well select (UT-CO-TX-MD-NJ) as the preferred alternate path
if that happens to be the only one that meets the requirement
on performance objective (which includes distance and burst
blocking measures).

C. Performance of CLDR and Comparisons With Other
Techniques

The focus of our performance evaluation is on burst (or data)
loss rate caused by contention. A burst would be dropped if both
primary and deflection paths are blocked. The throughput and
data loss rate for the entire network are found by calculating the
average of the burst blocking rates over all source-destination
pairs.

Figs. 16 and 17 show simulation results comparing the burst
blocking or loss rate for our CLDR method with that of the
shortest path deflection routing (SPDR) method. The ON–OFF

durations are ( ms, ms) and (
ms, ms) in Figs. 16 and 17, respectively. The

SPDR algorithm simply picks the shortest path alternate route
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Fig. 18. Burst blocking rate for CLDR under two different cases of ON–OFF

periods.

available from the DRT, whereas with the CLDR scheme the al-
ternate path selection is based on minimizing a composite per-
formance measure consisting of the alternate path distance as
well as burst blocking along that path. For typical operating load
values up to 0.75, the CLDR algorithm improves burst blocking
by more than an order of magnitude as compared with the SPDR
in the test cases that we have studied through simulation runs.

Fig. 18 shows a comparison of the burst blocking ratios for the
CLDR scheme under two different scenarios, namely, (

ms, ms) and ( ms, ms).
We talked about a similar study in Section V-A of the burst loss
sensitivity to the source ON–OFF parameters using the analytical
model for a single OBS link (see Fig. 12). We note that the burst
loss results from the simulations in Fig. 18 are qualitatively in
agreement with those from analytical results in Fig. 12. In both
cases (i.e., simulation and analytical results), the case of longer
ON period has lower burst loss than the case of shorter ON pe-
riod up to fairly high values of load (when no FDL buffering is
used). In the discussion of the analytical results (Fig. 12), we
discussed why this was counterintuitive but could be explained.
The same explanation can also be extended to the network sim-
ulation results (compare Figs. 12 and 18).

Fig. 19 shows a comparison of the CLDR scheme under two
scenarios involving no FDL buffering and FDL buffering of
size 3.3 ms (i.e., capable of delaying/queueing up to 20 op-
tical bursts) at each port in the network. The ON–OFF param-
eters in this simulation study were set to ( ms,

ms). The results are once again qualitatively consis-
tent with our prior analytical results; for this, we can compare
Fig. 19 with Fig. 11. There is consistent improvement, attribut-
able to the use of FDL, in the burst blocking rate throughout the
range of moderate to high loads. The burst blocking improves
due to use of FDL by about an order of magnitude in the typical
operating range (say, about 0.65–0.75).

In the above simulation results, we showed how CLDR
performs better than SPDR and the inherent reasons are: 1) the
CLDR considers a composite performance measure (path dis-
tance and burst blocking ratio) for precomputation of alternate

Fig. 19. Burst blocking rate for CLDR without FDL and with FDL (of length
3.3 ms) when activity is 0.12.

Fig. 20. Normalized throughput for SPDR versus CLDR under moderate and
high load conditions when activity is 0.12.

routes and 2) the CLDR scheme runs an efficient threshold
check algorithm for deciding if a burst encountering congestion
should be deflection routed or dropped and retransmitted from
source. Now, we turn our attention to comparisons of CLDR and
SPDR based on their throughput performance. Throughput is
defined as the amount of information successfully delivered per
unit of time and normalized to the link capacity. The throughput
improvement of CLDR over SPDR is shown in Figs. 20 and 21,
where normalized throughput is plotted for varying traffic loads
under two different cases of ( ms, ms)
and ( ms, ms). In both cases, the CLDR
scheme exhibits a higher throughput than the SPDR scheme
for all traffic loads due to the aforementioned advantages of
performance-metric-based alternate route computation and the
decision algorithm with a threshold check function. Finally,
in Fig. 22, we compare the throughput of the CLDR scheme
for two cases of the ON–OFF durations. The somewhat coun-
terintuitive nature of the results in Fig. 22 can be once again
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Fig. 21. Normalized throughput for SPDR versus CLDR under moderate and
high load conditions when activity is 0.3.

Fig. 22. Normalized throughput for CLDR under moderate and high load
conditions with two different cases of ON–OFF periods.

understood by invoking the explanations given in the context of
Figs. 12 and 18.

VI. CONCLUSION

In this paper, we have shown that, in OBS networks, when
deflection routing is used as a means for burst contention
resolution, it is important to design alternate routes in an
optimized fashion based on a composite performance measure
that considers path distances, as well as the expected burst loss
probability along that alternate route. The proposed CLDR
scheme was shown to perform significantly better than the
SPDR scheme that is known in the literature.

An additional salient feature of the proposed CLDR scheme
is that the CLDR scheme runs a threshold-based dynamic de-
cision algorithm to decide whether to deflection route or not.
Based on the distance of the congested node from the source
node and likely burst-blocking characteristics of available paths
to the destination from the congested intermediate node, the

threshold-check algorithm decides whether to deflection route
the burst or drop and retransmit it from the source.

We also presented numerical results based on analytical
queueing models that provide significant insights into the
nature of statistical burst multiplexing at the edge, as well as
intermediate nodes. These models are useful in understanding
the sensitivity of the burst loss to various traffic and system
parameters. A number of simulation results were intuitively
understandable due to the insights obtained from the analytical
modeling.

We plan to carry out further simulations, as part of our future
work, to study the effects of FDL buffering in more detail;
for example, the effect of buffer partitioning principles (per
port or per wavelength) on burst-blocking ratio and network
throughput improvement. The case of hybrid OBS multiplexing,
involving circuit-switched (guaranteed bandwidth) connections
and statistically multiplexed burst connections, is also of interest.
In a separate technology overview paper [3], we have discussed
numerous additional issues concerning OBS such as economic
benefits, physical layer challenges for OBS implementation,
protection and restoration, and enhancements to the control
and signaling features.

APPENDIX

Due to the Taylor’s theorem, we have

(22)

Further, it is known that

(23)

Using (22), (23), and keeping in mind that the values of
are between 0 and 1, we have the following:

(24)
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